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• Process is not as ‘linear’ as shown

• Each step has numerous sub-steps

• Crystals may not grow or exhibit pathologies

• Stuck solving phase problem



Model refinement
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Not all model-to-data fitting is refinement

• Docking, flexible fitting, morphing are not refinement

• Refinement is to fine-tune an already ok atomic model

• Refinement does only small changes to the model 

• Convergence radius of refinement ~ 1Å



Model refinement: black box
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Model refinement: black box

Model

Data Refinement
Refined model

• Does it always work?

• No. 

• Refinement parameterization isn’t easy 

• Default settings suit most common scenario

• Less typical situations need customizations



Model refinement: lot of stuff to know…
TLS?

NCS?

Reference model?

ADP?

tNCS?

Minimization?

Rigid body?

NQH flips? SS restraints?

Rotamer fixing?

Rama plot restraints?

Group B vs individual?

SA? Grid search?

Clashes?

Restraints?

CDL?

AltLocs?

IAS?

Weights?

f’ & f’’?

Rama-Z?

Bulk-Solvent?

Anisotropy?

Twinning?

Local minima?

Hydrogens?



Model refinement: black box

• What to do when the ‘black box’ does not work?

• Your decision-making is needed (and it is not always easy!) 

• Validation helps to know you are on the right track



Model refinement: decision-making variables

• Crystal
• Disorder

• Twining, tNCS

• Solvent content
• Symmetry

• Data
• Resolution

• Errors

• Completeness
• Processing

• Model
• Stage

• Source

• Parameterization
• Fit to data



Model refinement: random topics



Hydrogens



• Half of the atoms in a protein molecule
• Make most interatomic contacts
• Add to model towards the end, data resolution does not matter
• Once added, do not remove before the PDB deposition
• H do contribute to R-factors (expect 0.1-2% drop in R)

A structure without (left) and with (right) hydrogen atoms



• N/Q/H flips (asparagine/glutamine/histidine)
• Based on clash analysis
• Requires H present



• N/Q/H flips
• Based on clash analysis
• Requires H present



Hydrogens are best revealed by neutrons!

X-ray (1.1 Å)              Neutron (1.7 Å)  

Nuclear density maps show H (D) at typical macromolecular 
resolutions (~2Å)

2mFo-DFc maps at 1.5σ (Rubredoxin, PDB code: 3KKY)



Constraints vs Restraints



NCS: constraints vs restraints

• Constraints: molecules 1, 2 and 3 are required to be identical

• Restraints: molecules 1, 2 and 3 are required to be similar but 
not necessarily identical

Source: Internet



Heavy atoms and map artifacts



Reasons for +ve/-ve density:
• Suboptimal xyz, occupancy, ADP (isotropic vs anisotropic), anomalous f’ & f’’, charge

• Refinement has not reached convergence

• Wrong atom



Map oddities at super-high resolution



Ultra-high resolution: 1Å or better

Antifreeze protein

Multipolar refinement needs to be done. Will be available in Phenix later this year



Atomic model
• Gaussian IAM (Independent Atom Model) – a physical model of ordered 

crystal structure
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More accurate approximation assumes atoms are bonded: multipolar model
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rATOM = core electrons 
+ valence electrons  
+ non-spherical part of the valence 
electron distribution 

• Used at ultra-high resolution (better than 1Å)
• Coming soon in Phenix



Refinement (target function) weight



T      =     TDATA       +    w * TRESTRAINTS
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Refinement target (score)

Weight w doses helpful information such as restraints. The dose is very important!



Least-squares, Maximum-likelihood – what it’s all about?



Before 
refinement

After 
refinement

§ Complete model with errors

§ Partial model, no errors

Least-Squares

Least-Squares

Maximum-Likelihood

Model is completed 
statistically (implicitly)

Final model is less affected 
by missing atoms

After 
refinement

Before 
refinement



Refinement convergence and convergence radius



Methods of Minimization

� Methods using no function derivatives
2 Simulated Annealing, Monte Carlo, Simplex, Metropolis

� Methods using first derivatives
2 Steepest Descent, Conjugate Gradient

� Methods using first and second derivatives
2 Full matrix, Block diagonal, Diagonal, Preconditioned 

Conjugate Gradient (, and Conjugate Gradient II)

Simulated Annealing

You are here

Maybe you,re here

Full Matrix Minimization

� If the function is not quadratic
2 more than one cycle is required to reach the minimum.
2 an initial guess for the parameters is required.

� The second derivative matrix is huge
2 very time consuming to calculate and invert.

� The power of convergence is great.
� The radius of convergence is very poor.
� It absolutely requires an overdetermined problem.

Approximations to Full Matrix

� Sparse Matrix
2 Only large matrix elements are used

� Block Diagonal
2 Assumes the parameters can be categorized

� Preconditioned Conjugate Gradient
2 Assumes all off diagonal elements are zero, but learns the truth from 

experience

� Gradient / Curvature
2 Assumes all off diagonal elements are zero, and is pig-headed about it.

� Conjugate Gradient
2 Assumes all diagonal elements are equal, but learns from experience

� Steepest Descent
2 Assumes all diagonal elements are equal

The Minimization Continuum

Increasing radius of convergence

Increasing rate of convergence

Increasingly conservative

No
derivatives

First
derivatives

Second
derivatives

Increasing CPU time

sdsearch full matrix<--- sa ---> cg pcg

Picture: Dale Tronrud

Complexity of refinement target

Local 
minima

Global 
minimum

• Refinement target function (score) has very complex multi-
dimensional profile



Minimization Real-space grid search

Beyond 
convergence radius 

of minimization

Beyond convergence 
radius of 

minimization and SA

Minimization or SA 
can fix it

Simulated Annealing

Refinement convergence



100 identical refinement runs each one starting with slightly 
perturbed model

Uncertainty

Refinement run

R-factor



When you call it done?



Colored bars are 
histograms showing 
distribution of values 

for structures at 
similar resolution

The black polygon 
shows where the 

statistics for the user’s 
structure fall in each 

histogram

Crystallographic model quality at a glance. 
L.Urzhumtseva, P.V.Afonine, P.D.Adams & A.Urzhumtsev. Acta Cryst. D65, 297-

300 (2009)



Likely overall good model Clearly there are problems

Polygon



Low-resolution: things to consider



General idea: use all available information!
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Simulated Annealing (SA) ?



• Only use if model has gross errors (correction requires large movements)

• Do not use if model is relatively good and only needs small corrections

§ Gradient minimization

Local 
minimum

Global minimum

§ Simulated annealing (SA) 

Deeper local 
minimum

Global minimum



TLS



Disorder

Development(of(ensemble(refinement(

•  Tested)with)20)datasets)

•  Resolu.on:)1)H)3)Å)

•  ASU)size:)50H1000))residues)

•  CPU).me:)7)H)100))hours)

•  50)–)500)models)/)ensemble)
$ Superpose all structures 

from each unit cell

Crystal = many unit cells



Disorder

B@factor$
5@25Å²$

Fraser$et#al.#(2009),$Eisenmesser$et#al.$(2005)$
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Phe113$

Ensemble$refinement:$
1.3%$gain$Rfree$

Ser99$
$

Leu98$

Phe113$

2.6%$gain$Rfree$

Mul=@conformers$in$ac=ve$site$
3K0M$(1.3@Å$res.)$
100$K$

3K0N$(1.4@Å$res.)$$
288$K$

A:B$=$2:1$

Small disorder

ATOM     25  CA  PRO A   4      31.309  29.489  26.044  1.00 57.79           C
ANISOU   25  CA  PRO A   4     8443   7405   6110   2093    -24    -80       C

ADP (B-factor)

Large disorder
Occupancy 



crystal

molecule

domain

residue

atom

x

y
z

Atomic Displacement Parameters (ADP, B-factors)

Atomic vibration Side chain libration
TLS: rigid-body domain vibrations



TLS: facts

• TLS assumes the atomic model consists of rigid domains that 

undergo anisotropic vibrations

• TLS uses 21 per rigid domain parameters to describe these 

vibrations

• TLS is not a way to reduce number of parameters

• In fact, TLS adds more parameters!

• TLS offers more physically realistic model for atomic vibrations

• If correctly used may reduce R factors by up to 5%



TLS: example



Refinement and validation conflict



Refinement and validation conflict

• In low-resolution refinement we use extra restraints to compensate 
for lack of data:

• Ramachandran plot restraints
• Cβ deviation restraints
• Secondary structure restraints
• Restraints on χ angles of amino-acid side-chain rotamers

 
• These are standard validation tools… using them as restraints 

compromises their validation power

• Setting up extra restraints: manual work & very error-prone



Setting up extra restraints: manual work & very error-prone



Model validation

Metric / PDB code 6KS6
Clashscore 7.7

Rama. (%)
favored 96.4

outliers 0.2

Rotamer outliers (%) 0
Cβ deviations 0

RMS
D

Bond (Å) 0.001

Angle (°) 0.396

Resolution (Å) 3.0

PNAS, 2019 116 (39) 19513-19522

Perfect statistics! All looks just great!



Model validation: Ramachandran plot



Model validation: Ramachandran plot

• Two questions:
• How we know the plot is poor?
• How did this happen?



Model validation: Ramachandran plot

We know how good plot looks like!



Ramachandran plot Z-score

• Good at spotting odd plots 
• One number, simple criteria: 

• Poor: |Z| > 3   Suspicious: 2 < |Z| < 3    Good: |Z| < 2

Resource

A Global Ramachandran Score Identifies
Protein Structures with Unlikely Stereochemistry
Oleg V. Sobolev,1,5,* Pavel V. Afonine,1 Nigel W. Moriarty,1 Maarten L. Hekkelman,2,3 Robbie P. Joosten,2,3,*
Anastassis Perrakis,2,3 and Paul D. Adams1,4
1Molecular Biosciences and Integrated Bioimaging Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
2Division of Biochemistry, The Netherlands Cancer Institute, Plesmanlaan 121, 1066 CX Amsterdam, the Netherlands
3Oncode Institute, Amsterdam, the Netherlands
4Department of Bioengineering, University of California, Berkeley, CA 94720, USA
5Lead Contact
*Correspondence: osobolev@lbl.gov (O.V.S.), r.joosten@nki.nl (R.P.J.)
https://doi.org/10.1016/j.str.2020.08.005

SUMMARY

Ramachandran plots report the distribution of the (f,c) torsion angles of the protein backbone and are one of
the best quality metrics of experimental structure models. Typically, validation software reports the number
of residues belonging to ‘‘outlier,’’ ‘‘allowed,’’ and ‘‘favored’’ regions. While ‘‘zero unexplained outliers’’ can
be considered the current ‘‘gold standard,’’ this can be misleading if deviations from expected distributions
are not considered. We revisited the Ramachandran Z score (Rama-Z), a quality metric introducedmore than
two decades ago but underutilized. We describe a reimplementation of the Rama-Z score in the Computa-
tional Crystallography Toolbox along with an algorithm to estimate its uncertainty for individual models; final
implementations are available in Phenix and PDB-REDO. We discuss the interpretation of the Rama-Z score
and advocate including it in the validation reports provided by the Protein Data Bank. We also advocate
reporting it alongside the outlier/allowed/favored counts in structural publications.

INTRODUCTION

Validation is an integral part in obtaining three-dimensional
models of macromolecules in X-ray crystallography (Read
et al., 2011) and in cryoelectron microscopy (cryo-EM) (Hender-
son et al., 2012). It is also key in interpreting the quality of
models from the Protein Data Bank (PDB) (Burley et al.,
2019), as there is no formal structure quality requirement for
acceptance to this repository. A key quality metric used in vali-
dation of the quality of atomic models of proteins is the Rama-
chandran plot (Ramachandran et al., 1963). Ramachandran
plots describe the two-dimensional distribution of the protein
backbone (f, c) torsion angles. They have been used for the
validation of protein backbone conformations since their intro-
duction in PROCHECK (Laskowski et al., 1993) and then later in
software packages such as O (Kleywegt and Jones, 1996),
WHAT_CHECK (Hooft et al., 1996), and MolProbity (Lovell
et al., 2003). The phrase ‘‘no Ramachandran plot outliers’’ is
widely considered as the ‘‘gold standard’’ for a high-quality
structure and is often found in the main text of papers reporting
protein structures, while the absolute number or the percentage
of residues in the so-called ‘‘outlier,’’ ‘‘allowed,’’ and ‘‘favored’’
regions is typically reported in tabular form. It should be noted
that a better phrase is ‘‘no unexplained Ramachandran plot
outliers,’’ as it is not uncommon for there to be a very small
number of legitimate outliers in the plot, which are supported

by the experimental data and often relate to some functional
aspect of the protein (Richardson et al., 2018a).
All software for refining macromolecular models uses a stan-

dard set of stereochemical restraints on covalent geometry
(Engh and Huber, 2012) with the main-chain restraints in Phenix
(Liebschner et al., 2019) supplied by the Conformation Depen-
dent Library (Berkholz et al., 2009; Moriarty et al., 2014, 2016):
these provide sufficient information for structures at 3.0-Å reso-
lution or better. Advances in cryo-EM (Li et al., 2013; Bai et al.,
2015) have led to greatly improved resolution of cryo-EM
maps, but while this improved resolution has enabled full-atom
refinement of macromolecular structures (Afonine et al., 2018;
Nicholls et al., 2018), the majority of cryo-EM models are still
solved in the 3- to 5-Å resolution range. Likewise, in X-ray crys-
tallography, low-resolution datasets remain an issue: atomic
modeling and refinement against low-resolution data is chal-
lenging and can benefit substantially from using all available a
priori knowledge about the molecule at hand (Kleywegt and
Jones, 1998).
At low resolution it is often necessary to use information

beyond the stereochemical restraints on covalent geometry: in-
ternal molecular symmetry (Kleywegt, 1996), homologous struc-
ture models determined in higher resolution as a reference
(Smart et al., 2012; Nicholls et al., 2012; Headd et al., 2012;
Schröder et al., 2010) or as a source for hydrogen bond length
restraints (, 2018b), and information about secondary structure

Structure 28, 1–10, November 3, 2020 ª 2020 Elsevier Ltd. 1

ll

Please cite this article in press as: Sobolev et al., A Global Ramachandran Score Identifies Protein Structures with Unlikely Stereochemistry, Structure
(2020), https://doi.org/10.1016/j.str.2020.08.005



Model validation: Ramachandran plot Z-score
Good Good Bad

Bad Bad Bad

RamaZ = -0.5 RamaZ = 0.2 RamaZ = -7.7

RamaZ = -4.1 RamaZ = -5.3 RamaZ = -3.3



Model validation: Ramachandran plot

• Two questions:
• How we know the plot is poor?
• How did this happen?



Ramachandran plot restraints

PDB code: 5a9z
Original

Refined with Ramachandran 
plot restraints

• Always use at low resolution

• Do not use to fix existing outliers



Ramachandran plot restraints
• Ramachandran plot restraints

• Use to stop outliers from occurring 

Before refinement
After refinement 

(No Ramachandran plot restraints)



Validation: outliers are not always wrong
• A Ramachandran plot outlier   ≠   wrong 

PDB code: 3NOQ 

Outliers: 

(A, ILE, 152), (B, ILE, 154)

(A, ILE, 152)

• All outliers need to be explained (supported by the data)



Rotamer 
outlier Valid rotamer

• An outlier   ≠   wrong 

• However, each outlier has to be explained

Validation: outliers are not always wrong



Refinement and validation conflict

Aren't we confused now?



Restraints and limitations

T      =       TDATA       +      w * TRESTRAINTS

TRESTRAINTS = TBOND + TANGLE + TDIHEDRAL + TPLANE + TREPULSION+ TCHIRALITY

• Restraints are too limited:

• No attraction terms (electrostatics, etc)

• Not using information about protein structure (secondary structure, 
rotamers)

• Limited to tabulated entities in the libraries (e.g., Monomer Library, 
GeoStd)



A better solution: restraints from QM

T      =     TDATA       +    w * TRESTRAINTS

Images from PumMa web 
site (http://www.pumma.nl)
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NEW:  AQuaRef – QM based refinement in Phenix



History of progress



History of progress
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Solving the scalability issue in quantum-based
refinement: Q|R#1

Min Zheng,a,b Nigel W. Moriarty,c Yanting Xu,a Jeffrey R. Reimers,a,d Pavel V.
Afoninea,c* and Mark P. Wallera*

aInternational Center for Quantum and Molecular Structures, Shanghai University, Shanghai 200444, People’s Republic of

China, bTheoretische Organische Chemie, Organisch-Chemisches Institut and Center for Multiscale Theory and

Computation, Westfälische Wilhelms-Universität Münster, 48149 Münster, Germany, cMolecular Biosciences and

Integrated Bioimaging, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA, and dSchool of Mathematical

and Physical Sciences, University of Technology Sydney, NSW 2007 Australia. *Correspondence e-mail:

pafonine@lbl.gov, waller@shu.edu.cn

Accurately refining biomacromolecules using a quantum-chemical method is
challenging because the cost of a quantum-chemical calculation scales
approximately as nm, where n is the number of atoms and m (!3) is based on
the quantum method of choice. This fundamental problem means that quantum-
chemical calculations become intractable when the size of the system requires
more computational resources than are available. In the development of the
software package called Q|R, this issue is referred to as Q|R#1. A divide-and-
conquer approach has been developed that fragments the atomic model into
small manageable pieces in order to solve Q|R#1. Firstly, the atomic model of a
crystal structure is analyzed to detect noncovalent interactions between
residues, and the results of the analysis are represented as an interaction graph.
Secondly, a graph-clustering algorithm is used to partition the interaction graph
into a set of clusters in such a way as to minimize disruption to the noncovalent
interaction network. Thirdly, the environment surrounding each individual
cluster is analyzed and any residue that is interacting with a particular cluster is
assigned to the buffer region of that particular cluster. A fragment is defined as a
cluster plus its buffer region. The gradients for all atoms from each of the
fragments are computed, and only the gradients from each cluster are combined
to create the total gradients. A quantum-based refinement is carried out using
the total gradients as chemical restraints. In order to validate this interaction
graph-based fragmentation approach in Q|R, the entire atomic model of an
amyloid cross-! spine crystal structure (PDB entry 2oNA) was refined.

1. Introduction

Crystallography is the dominant method for obtaining the
atomic structure of a protein; however, it has recently been
reported that a cryo-EM revolution is under way (Egelman,
2016; Kühlbrandt, 2014; Callaway, 2015). These two methods
share a lot in common: for example, atomic model refinement
is one of the common steps. Refinement is a process in which
an approximate atomic model is made to match the experi-
mentally measured data. Refinement uses a priori knowledge
that is referred to as restraints. Refinement typically treats the
data from diffraction or cryo-EM experiments (experimental
data or data in the following) as being of primary importance.
Restraints are only treated as a secondary concern used to
compensate for the lack of data quality (such as finite reso-
lution). In some (rather rare) cases the data quality may be
sufficiently high that restraints are not used at all (for example,
ultra-high-resolution data). In general, many iterations are
required for refinement owing to the high dimensionality of
biomacromolecules and often very approximate initial atomic
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Including crystallographic symmetry in
quantum-based refinement: Q|R#2

Min Zheng,a,b Malgorzata Biczysko,a Yanting Xu,a Nigel W. Moriarty,c Holger
Kruse,d Alexandre Urzhumtsev,e,f Mark P. Wallerg* and Pavel V. Afoninec*

aInternational Center for Quantum and Molecular Structures, Shanghai University, Shanghai 200444, People’s Republic of

China, bTheoretische Organische Chemie, Organisch-Chemisches Institut and Center for Multiscale Theory and

Computation, Westfälische Wilhelms-Universität Münster, 48149 Münster, Germany, cMolecular Biosciences and

Integrated Bioimaging, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA, dInstitute of Biophysics of the

Czech Academy of Sciences, Královopolská 135, 612 65 Brno, Czech Republic, eInstitut de Génétique et de Biologie
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Three-dimensional structure models refined using low-resolution data from
crystallographic or electron cryo-microscopy experiments can benefit from high-
quality restraints derived from quantum-chemical methods. However, non-
periodic atom-centered quantum-chemistry codes do not inherently account for
nearest-neighbor interactions of crystallographic symmetry-related copies in a
satisfactory way. Here, these nearest-neighbor effects have been included in the
model by expanding to a super-cell and then truncating the super-cell to only
include residues from neighboring cells that are interacting with the asymmetric
unit. In this way, the fragmentation approach can adequately and efficiently
include nearest-neighbor effects. It has previously been shown that a moderately
sized X-ray structure can be treated using quantum methods if a fragmentation
approach is applied. In this study, a target protein (PDB entry 4gif) was
partitioned into a number of large fragments. The use of large fragments
(typically hundreds of atoms) is tractable when a GPU-based package such as
TeraChem is employed or cheaper (semi-empirical) methods are used. The QM
calculations were run at the HF-D3/6-31G level. The models refined using a
recently developed semi-empirical method (GFN2-xTB) were compared and
contrasted. To validate the refinement procedure for a non-P1 structure, a
standard set of crystallographic metrics were used. The robustness of the
implementation is shown by refining 13 additional protein models across
multiple space groups and a summary of the refinement metrics is presented.

1. Introduction

In experimental structural biology, the atomic model (three-
dimensional structure) of a biomacromolecule is iteratively
improved by a procedure known as refinement. In principle,
refinement is a restrained or constrained optimization
problem with respect to model parameters,

T ¼ Tdata þ wTrestraints: ð1Þ

The target function (1) is a weighted sum of two components.
Tdata is derived from experimental data, w is an empirical scale
factor and Trestraints is a priori knowledge about the problem,
hereafter referred to as restraints. Typically, biomacromole-
cules have many atoms and therefore the parameter space is
high-dimensional. This means that refinement requires a large
number of steps to converge. Current refinement procedures
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Real-space quantum-based refinement for cryo-EM:
Q|R#3

Lum Wang,a Holger Kruse,b Oleg V. Sobolev,c Nigel W. Moriarty,c Mark P.
Waller,d* Pavel V. Afoninec and Malgorzata Biczyskoa*

aInternational Center for Quantum and Molecular Structures, Shanghai University, Shanghai 200444, People’s Republic of

China, bInstitute of Biophysics of the Czech Academy of Sciences, Brno, Czech Republic, cMolecular Biosciences and

Integrated Bioimaging, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA, and dPending AI Pty Ltd,

iAccelerat, Innovation Campus, North Wollongong, NSW 2500, Australia. *Correspondence e-mail: mark@pending.ai,
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Electron cryo-microscopy (cryo-EM) is rapidly becoming a major competitor
to X-ray crystallography, especially for large structures that are difficult or
impossible to crystallize. While recent spectacular technological improvements
have led to significantly higher resolution three-dimensional reconstructions, the
average quality of cryo-EM maps is still at the low-resolution end of the range
compared with crystallography. A long-standing challenge for atomic model
refinement has been the production of stereochemically meaningful models for
this resolution regime. Here, it is demonstrated that including accurate model
geometry restraints derived from ab initio quantum-chemical calculations (HF-
D3/6-31G) can improve the refinement of an example structure (chain A of PDB
entry 3j63). The robustness of the procedure is tested for additional structures
with up to 7000 atoms (PDB entry 3a5x and chain C of PDB entry 5fn5) using
the less expensive semi-empirical (GFN1-xTB) model. The necessary algorithms
enabling real-space quantum refinement have been implemented in the latest
version of qr.refine and are described here.

1. Introduction

Improvements in cryo-EM technology have resulted in a
rapidly increasing number of three-dimensional reconstruc-
tions of 4.5 Å resolution and better (Kühlbrandt, 2014;
Henderson, 2015; Nogales, 2016; Orlov et al., 2017; Baldwin et
al., 2018), allowing the interpretation of the corresponding
maps in terms of atomic models. This prompted the active
development of methods for map improvement (Terwilliger,
Sobolev et al., 2018; Terwilliger, Ludtke et al., 2020), model
building (Terwilliger, Adams et al., 2018, 2020; Terwilliger et
al., 2019), refinement (Afonine, Poon et al., 2018) and vali-
dation (Afonine, Klaholz et al., 2018). It is common knowledge
that atomic model refinement can be challenging at resolu-
tions worse than about 3–3.5 Å (Headd et al., 2012). This is
because beyond this resolution the amount of detail in the
experimental data is insufficient to resolve structural features
of proteins such as secondary structure or rotameric states of
amino-acid residues at an atomic level. This in turn requires
extra information to be used in refinement, for example
Ramachandran-plot, rotamer, secondary-structure or refer-
ence-model restraints (for a summary, see, for example,
Afonine, Poon et al., 2018). Quantum-mechanical (QM)
calculations generate model geometries ab initio and thus do
not rely on empirical libraries such as the commonly used
monomer library (Vagin & Murshudov, 2004; Vagin et al.,
2004) or any other ad hoc restraints. Historically, quantum
refinements are associated with either impractical runtimes
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History of progress



Machine Learning potential (AIMNet2)

DFT calculations

• Generate all possible 1-, 2-, 3-, and 4-peptides (including S-S bridges)

• Torsion and non-equilibrium sampling

Standard 
amino-acids

Large Dataset

ML 
model

Calculation time: 
About a week on one of 
big national computing 

resources



Time & Memory Scaling: single energy calculation



AQuaRef vs standard Phenix refinement

Standard Phenix refinement AQuaRef

40 cryo-EM low resolution models (3Å or worse) 



Testing: AQuaRef vs others

40 cryo-EM low resolution models (3Å or worse) 
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• Refined models have superior geometry,  same or better fit to the data

• Proteins only. Including other types of molecules is work in progress

• No alternative conformations

• Intolerant to nonsense: no severely distorted geometry, atom-complete models

• Same runtime as standard refinement

• GPU laptop or a workstation , CUDA 11/12 on Linux

• Available in nightly builds of Phenix

AQuaRef facts



Validation (again!)



Despite efforts to promote and enforce validation, poorly 
scoring models are still being deposited into databases

Examples (recent years)



Model does not fit the map
PDB: 8gwb  |  EMDB: 34308  |  2.8 Å  |  Cell (2022) 185: 4347-4360 

Chain      CCMASK CCMASK = 0.01A 0.01
B 0.02
C 0
D 0.01
I 0.04
J 0
F 0.12
E 0.08
G 0.1
M 0.16
A 0
F -0.13
E 0.16
A 0.1
G 0.15
M 0.19



PDB: 7xov  |  EMDB: 33360  |  3 Å  |  Cell Discov (2022) 8: 55-55

A 0.04
B -0.01
G 0.18
N 0.06
R 0.03
R -0.02

CCMASK = 0.02Chain      CCMASK

Model does not fit the map



PDB: 7w6p  |  EMDB: 32331  |  3.5 Å  |  Science (2022) 377: 7065-7065

CCMASK = 0.1

A 0.09
B 0.11
G 0.12
H 0.07
R 0.16
R -0.08

Chain      CCMASK

Model does not fit the map



PDB: 8V85  |  EMDB: 43023  |  2.9 Å  |  Nat Commun (2024) 15: 3296-3296

CCMASK = 0.15

Model does not fit the map



PDB: 8SZ7  |  EMDB: 40902  |  2.8 Å  |  Dev Cell (2024) 59: 1783

CCMASK = 0.19

Model does not fit the map



PDB: 8x63  |  EMDB: 38078  |  3.2 Å  |  Nat Commun (2024) 15: 84-84

CCMASK = 0.13

Model does not fit the map



PDB: 8iEN  |  EMDB: 35387  |  3.25 Å  |  Nat Commun (2023) 14: 1978-1978

CCMASK = 0.0

Model does not fit the map



PDB: 9c91  |  EMDB: 45359  |  2.78 Å  |  Nat Commun (2025) 16: 2955

CCMASK = 0.0

Model does not fit the map



Validation reports (RCSB)

Lack of (useful) model-to-map fit statistics!



Atom inclusion

• Atom inclusion: fraction of atoms inside molecular envelope 
contoured at a given level

• Contouring threshold: Arbitrarily? What is optimal level?

• No use of atomic model parameters such as ADP, occupancy, atom type, …

• Does not compare shape of density: 

• How SER placed into PHE density is going to score? 

• How water O placed into Mg peak will score?

• Does not account for missing atoms

• Partially occupied atoms (alternative conformations):

• Chosen level for fully occupied atoms needs to be scaled by occupancy 
for partially occupied atoms



Q-Score

• Q-score: measure the resolvability of individual atoms in a cryo-EM 
map, using an atomic model fitted to or built into the map

• No use of atomic model parameters such as ADP, occupancy, atom type, …

• Shape of density is not used: 

• How SER placed into PHE density is going to score? 

• How water O placed into Mg peak will score?

• Does not account for missing atoms (it shouldn't given the definition)

• Alternative conformations are not handled

• Anisotropic atoms are not handled



Model-to-map fit validation: CCMASK 

Model to map fit

Metric Expected value

CCMASK

Poor:    < 0.3
So-so:   0.3-0.6
Good:   > 0.6

CC!"#$ =
∑𝜌%&'	𝜌()*(

(∑𝜌%&'+ 	∑ 𝜌()*(+),/+

𝜌%&'  = experimental map
𝜌()*( = model calculated map

• Easy interpretation:  -1: anticorrelation, 0: no correlation, 1: perfect correlation

• Uses all atomic model parameters (XYZ, B-factors, occ, atom type)

• Not specific to map type (any map: x-ray, neutron, electron, cryo-EM, …)

• Can be calculated locally (per atom, residue, chain, molecule, whole box, …)

• Local resolution can be trivially taken into account



Model-to-map fit validation: CCMASK 
• Gaussian IAM (Independent Atom Model)
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Model-to-map fit validation: CCMASK 

Exact model map

3Å experimental map
ρMODEL (r) = ρatoms (r)

i=1

Natoms

∑

• FT exact model map
• Remove terms up to specified resolution
• FT back to real space to get a Fourier image = “Model map”

3Å model-calculated map

CCMASK
CCMASK

FT



Voxel size (magnification) calibration



phenix.magref map.mrc model.pdb resolution=3.4


