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Validation

Model Data

Cryo-EM Diffraction

Model to data fit

or

Validation = checking model, data and model-to-data fit are all 
make sense and obey to prior expectations



Validation: why to do?

• Problems detected early can save a lot of time later
• Subjectivity

• Manual map interpretation: experience, skills, pressure
• Model parameterization, target weights, starting points
• Lack of data = multiple possibilities for interpretation

• Human program the software
• Programs may contain bugs

• Post-refinement pre-deposition manipulations
• Hand editing files: removing waters, hydrogens, ANISOU

• Misusing quality metrics 
• Choose single water or decide about twinning using R-factor

• Fraud or honest mistakes



Validation: why to do?

• Helps to 

• save time

• produce better models

• set correct expectations

• Minimize fraud or honest mistakes



Validation: why to do?

• Quality filters:
• You
• Software you use
• Your boss
• Reviewers (of your paper) 
• PDB deposition (software and people)
• Community

• Unnoticed (intentionally or not) problems
• Likely discovered anyway, sooner or later



Validation: why to do?

• H.M. Krishna Murthy (University of Alabama) – Protein Fabrication scandal

• 12 falsified structures and 10 related papers
• 1BEF, 1CMW, 1DF9, 2QID, 1G40, 1G44, 1L6L, 2OU1, 1RID, 1Y8E, 2A01, and 2HR0

• Murthy's falsified data ended up affecting 449 papers at that time



Validation: why to do?
(2019) Nature 570: 400-404   |  PDB: 6o9j   |   EMDB: 0661  |  3.9Å 

Metric 6o9j Expected
Clashscore 70 Less than 10

Ramachandran 
favored, % 59 More than 98

Ramachandran 
outliers, % 15 0

Rotamer outliers, % 23 0
Cβ deviations, % 0.5 0
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Using validation tools as refinement goals

• In low-resolution refinement we use extra restraints to compensate 
for lack of data:

• Ramachandran plot restraints
• Cβ deviation restraints
• Secondary structure restraints
• Restraints on χ angles of amino-acid side-chain rotamers

 
• These are standard validation tools… using them as restraints 

compromises their validation power



Model validation

Metric / PDB code 6KS6
Clashscore 7.7

Rama. (%)
favored 96.4

outliers 0.2

Rotamer outliers (%) 0
Cβ deviations 0

RMSD
Bond (Å) 0.001

Angle (°) 0.396

Resolution (Å) 3.0

PNAS, 2019 116 (39) 19513-19522

Perfect statistics! All looks just great!



Model validation: Ramachandran plot

Odd Ramachandran plot. How we know this?

6KS6



Ramachandran plot restraints

PDB code: 5a9z
Original

Refined with Ramachandran 
plot restraints

• Always use at low resolution

• Do not use to fix existing outliers



Ramachandran plot restraints
• Ramachandran plot restraints
• Use to stop outliers from occurring 

Before refinement
After refinement 

(No Ramachandran plot restraints)



Ramachandran plot restraints

• What is wrong with this plot?

Original
Refined with Ramachandran 

plot restraints



Ramachandran plot restraints

• It is very different from what we expect!



How you can tell good vs bad plot?
Good Good Bad

Bad Bad Bad



Ramachandran plot Z-score

• Good at spotting odd plots 
• One number, simple criteria: 

• Poor: |Z| > 3   Suspicious: 2 < |Z| < 3    Good: |Z| < 2
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SUMMARY

Ramachandran plots report the distribution of the (f,c) torsion angles of the protein backbone and are one of
the best quality metrics of experimental structure models. Typically, validation software reports the number
of residues belonging to ‘‘outlier,’’ ‘‘allowed,’’ and ‘‘favored’’ regions. While ‘‘zero unexplained outliers’’ can
be considered the current ‘‘gold standard,’’ this can be misleading if deviations from expected distributions
are not considered. We revisited the Ramachandran Z score (Rama-Z), a quality metric introducedmore than
two decades ago but underutilized. We describe a reimplementation of the Rama-Z score in the Computa-
tional Crystallography Toolbox along with an algorithm to estimate its uncertainty for individual models; final
implementations are available in Phenix and PDB-REDO. We discuss the interpretation of the Rama-Z score
and advocate including it in the validation reports provided by the Protein Data Bank. We also advocate
reporting it alongside the outlier/allowed/favored counts in structural publications.

INTRODUCTION

Validation is an integral part in obtaining three-dimensional
models of macromolecules in X-ray crystallography (Read
et al., 2011) and in cryoelectron microscopy (cryo-EM) (Hender-
son et al., 2012). It is also key in interpreting the quality of
models from the Protein Data Bank (PDB) (Burley et al.,
2019), as there is no formal structure quality requirement for
acceptance to this repository. A key quality metric used in vali-
dation of the quality of atomic models of proteins is the Rama-
chandran plot (Ramachandran et al., 1963). Ramachandran
plots describe the two-dimensional distribution of the protein
backbone (f, c) torsion angles. They have been used for the
validation of protein backbone conformations since their intro-
duction in PROCHECK (Laskowski et al., 1993) and then later in
software packages such as O (Kleywegt and Jones, 1996),
WHAT_CHECK (Hooft et al., 1996), and MolProbity (Lovell
et al., 2003). The phrase ‘‘no Ramachandran plot outliers’’ is
widely considered as the ‘‘gold standard’’ for a high-quality
structure and is often found in the main text of papers reporting
protein structures, while the absolute number or the percentage
of residues in the so-called ‘‘outlier,’’ ‘‘allowed,’’ and ‘‘favored’’
regions is typically reported in tabular form. It should be noted
that a better phrase is ‘‘no unexplained Ramachandran plot
outliers,’’ as it is not uncommon for there to be a very small
number of legitimate outliers in the plot, which are supported

by the experimental data and often relate to some functional
aspect of the protein (Richardson et al., 2018a).
All software for refining macromolecular models uses a stan-

dard set of stereochemical restraints on covalent geometry
(Engh and Huber, 2012) with the main-chain restraints in Phenix
(Liebschner et al., 2019) supplied by the Conformation Depen-
dent Library (Berkholz et al., 2009; Moriarty et al., 2014, 2016):
these provide sufficient information for structures at 3.0-Å reso-
lution or better. Advances in cryo-EM (Li et al., 2013; Bai et al.,
2015) have led to greatly improved resolution of cryo-EM
maps, but while this improved resolution has enabled full-atom
refinement of macromolecular structures (Afonine et al., 2018;
Nicholls et al., 2018), the majority of cryo-EM models are still
solved in the 3- to 5-Å resolution range. Likewise, in X-ray crys-
tallography, low-resolution datasets remain an issue: atomic
modeling and refinement against low-resolution data is chal-
lenging and can benefit substantially from using all available a
priori knowledge about the molecule at hand (Kleywegt and
Jones, 1998).
At low resolution it is often necessary to use information

beyond the stereochemical restraints on covalent geometry: in-
ternal molecular symmetry (Kleywegt, 1996), homologous struc-
ture models determined in higher resolution as a reference
(Smart et al., 2012; Nicholls et al., 2012; Headd et al., 2012;
Schröder et al., 2010) or as a source for hydrogen bond length
restraints (, 2018b), and information about secondary structure
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Model validation: Ramachandran plot Z-score
Good Good Bad

Bad Bad Bad

RamaZ = -0.5 RamaZ = 0.2 RamaZ = -7.7

RamaZ = -4.1 RamaZ = -5.3 RamaZ = -3.3
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An outlier ≠ wrong 

3NOQ, 1 Å 

Outliers: 

(A, ILE, 152), (B, ILE, 154)

(A, ILE, 152)

• All outliers need to be explained (supported by the data)



Local vs Global

• RWORK/RFREE , bond/angle RMSDs etc do not report on local errors



Local vs Global

• RMSD from ideal: bonds = 0.01Å   angles = 1.6°

Histogram of deviations from ideal values 
Bonds                | Angles                   
0.000 - 0.035:  2645 |   0.000 -   9.313:  4208 
0.035 - 0.070:    19 |   9.313 -  18.626:     9 
0.070 - 0.106:    13 |  18.626 -  27.939:     3 
0.106 - 0.141:     5 |  27.939 -  37.252:     4 
0.141 - 0.176:     3 |  37.252 -  46.565:     0 
0.176 - 0.211:     0 |  46.565 -  55.878:     0 
0.211 - 0.246:     0 |  55.878 -  65.191:     2 
0.246 - 0.281:     0 |  65.191 -  74.504:     1 
0.281 - 0.317:     2 |  74.504 -  83.817:     0 
0.317 - 0.352:    18 |  83.817 -  93.130:     8 



Validation – Sequence register errors

MASTER  GFVDLTLHDQVSMEHPVKLLFGKCVEGMVEIVYTFLSSTLKSLE
Chain A GFVDLTRHDQVSMEHPGKLLFGK--EGMVEIVYTF-----KSLE
Chain B GFVDLTRHDQVSMEHPGKLLFGK--EGMVEIVYTFVSSTLKSLE
Chain C GFVDLTRHDQVSMEHPGKLLFGKKVEGMVEIVYTFVSSTLKSLE
Chain D GFVDLTRHDQVSMEHPGKLLFGKKVEGMVEIVYTFLSSTLKSLE
        ****** ********* ******  **********     ****



Comparama: phenix.comparama

with a very similar CCmask compared with
xtb or TeraChem. This means that these
geometric improvements are on a scale of
magnitude that can hardly be validated
by the experimental data.

As follows from Table 1, the most
notable improvement to the model
resulting from quantum refinement was
the quality of the protein main-chain
conformations. This is shown by signifi-
cantly improved Ramachandran plot
statistics, with significantly better Rama-
Z scores obtained using TeraChem. The
data resolution in all three selected
examples is far from atomic and thus
cannot validate this improvement. This
led to the idea of performing an addi-
tional test that shows the superiority of
QM restraints, and directly compares the
results from TeraChem and xtb. For this
test, we selected one of the best-quality
available models from the PDB solved at
an ultrahigh resolution of 0.66 Å (PDB
entry 1us0; Fig. 3a). For simplicity, we left
out all nonprotein atoms and atoms in
alternative conformations (keeping just
one conformer with the highest occu-
pancy and resetting its occupancy to
unity). Also, we created another copy of
this model with perturbations of the
atomic coordinates (Fig. 3b). We then
subjected these two models to pure
geometry optimization using the Tera-
Chem (HF-D3/6-31G) and xtb (GFN1-
xTB) packages and cctbx; six optimiza-
tions were run in total. We rationalize this
test as follows. Given the high-resolution
data used to determine the model for
PDB entry 1us0, we can assume that this
model accurately represents the true

research papers

Acta Cryst. (2020). D76, 1184–1191 Wang et al. ! Q|R#3 1189

Figure 3
Ramachandran plots for PDB entry 1us0: (a)
original model, (b) perturbed model, (c, d)
original and perturbed models, respectively, after
QM optimization with TeraChem, (e, f ) original
and perturbed models, respectively, after QM
optimization with xtb and (g, h) original and
perturbed models, respectively, after classic
optimization. Red and orange arrows show
residues that moved from the favored region to
the disallowed and allowed regions, respectively,
as result of perturbation. Green and light green
arrows show residues that moved from the
allowed and disallowed regions to the favored
region. The columns of three numbers in each
plot show the percentage of residues in the
favored region of the plot, the Rama-Z score and
the r.m.s.d. (in Å) to the original model (a). The
plots in (b)–(h) were created using phenix.
comparama.
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Ligands and Polder map

PDB code: 1ABA, Resolution: 1.45 Å

2mFo-DFc (1σ) mFo-DFc (±3σ)



Ligands and Polder map

PDB code: 1ABA, Resolution: 1.45 ÅPDB code: 1ABA, Resolution: 1.45 Å

Polder mFo-DFc (±3σ)mFo-DFc (±3σ)



100 identical refinement runs each one starting with slightly perturbed 
model

Estimating and using uncertainty

Refinement run

R-factor



PDB depositionPDB deposition



PDB deposition

mmCIF

mmCIF format is mandatory for deposition as of 2019



PDB deposition: mmCIF facts
mmCIF facts

• Contains a lot more information than PDB

• Not intended to be human editable 
• You can read it but it is (much) harder than PDB 

• Phenix tools generally produce output in mmCIF format

• Avoid editing by hand
• Easy to make hard-to-recover mistakes  



PDB deposition: CIF file confusion
CIF file confusion

• CIF is a file format

• CIF file can contain:
• Ligand information
• Atomic model
• Reflection data
• Any mixture of three above



PDB deposition: dos and don’tsPDB deposition dos and don’ts

• Do not change the content of files from refinement for any reason:

• Add/remove atoms (hydrogens, water)

• Edit labels, header information

• Run Comprehensive validation (Phenix GUI) to address all outstanding 

issues before deposition

• Don’t panic if validation statistics reported by Phenix does not match 

PDB validation report

• If that happens and presents a problem – start conversation with 

PDB stuff and involve Phenix developers

• Once all is deposited and up on the web – check everything: mistakes 

at PDB end happen


